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If roles and responsibilities for accomplishing tasks are not clearly defined, there will be a risk of serious errors 
of omission or commission. This risk may relate to intera ction between multiple crew members, to interactions 
between c rew a nd r obotics/automation, and between crew and ground control. U nderstanding th e 
characteristics of the ele ments involved, ho w each communicates, and establi shing guidelines to adhere to 
during task d esign a nd pro cedure dev elopment ar e al l ess ential to mi ssion suc cess. – Human Research 
Program Requirements Document, HRP-47052, Rev. C, dated Jan 2009. 

 
 
 
 
  EVAs are accomplished by human-robotic teams, where 

EVA crew members work outside of the vehicle with the 
robot arm and additional crew members work inside the 
vehicle at the robotics workstation. Using human-robotic 
teams for tasks reduces human workload and increases 
task efficiency. 
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 Executive Summary 
Many human performance errors that have been experienced in long-duration space flight have been directly 
related to poor system and task design. Poor task design results from a lack of integration and consideration of 
the human throughout the operational process. The human-system interface and tasks that require human per-
formance must be designed to elicit appropriate inputs from the operator. If the roles and responsibilities for 
accomplishing tasks are not clearly defined, there will be a risk of serious errors of omission or commission. This 
risk may relate to interactions among multiple crew members, to interactions between crew and robotics/automa-
tion, and between crew and ground control personnel. Evidence for the risk that is associated with poor task 
design is related to both human and automated tasks. The authors of this chapter emphasize that the success of 
long-duration missions with highly complex systems relies heavily on effective task design. For a more detailed 
summary of the overall concepts related to space flight human factors and human-centered design, refer to 
Chapter 9 of this document. 
 

 Introduction 
The risk of errors due to poor task design relates to the definition and development of mission tasks, and to the 
interactions among multiple crew members, between the crew and robotics/automation, and between the crew 
and ground control personnel. Accomplishing mission-related tasks involves multiple crew members, robotic or 
automated systems, and ground control personnel. To achieve successful task performance, each person and sys-
tem must have clearly defined roles and responsibilities. If the roles and responsibilities for a task are not cor-
rectly assigned, serious errors of omission or commission can occur. 
 
To design mission tasks for optimal performance, task designers often must integrate human and automated 
tasks or integrate the actions of more than one crew member or the actions of crew members and ground sup-
port personnel. The interactions among crew members, between crew members and ground support personnel, 
and between crew members and robotics and automated systems depend on the humans’ understanding of their 
assigned roles and responsibilities. It is crucial for designers also to have an understanding of the appropriate 
allocation of roles and responsibilities to the various participants in a task. Appropriate allocation of roles and 
responsibilities is facilitated by the task designers’ ability to understand the characteristics and limitations of all 
of the humans and automated systems that are involved in the task, and how each of them communicates. The 
use of such knowledge to allocate roles and responsibilities should be included in the guidelines to which the 
designers will adhere during task design and procedure development. 
 

 Evidence 
The evidence that is described in this chapter encompasses the lessons learned from 50 years of space flight 
experience as these lessons learned relate to the risk of error due to poor task design. Evidence is classified by 
specific categories and topic areas. Specifically, Category I and Category II evidence consist of quantitative and 
qualitative findings from research and development. Data are classified as Category I or Category II, depending 
on the specific testing protocol that was used and the data that were sought. Category III evidence consists of 
summaries of subjective experience data as well as non-experimental observations or comparative, correlation, 
and case or case-series studies. It should be noted that some evidence in this chapter is derived from the ISS Life 
Sciences Crew Comments Database, which is made up essentially of Category III evidence. Although sum-
maries of the ISS crew comments are presented as evidence, the ISS Life Sciences Crew Comments Database 
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is protected and not publicly available due to the sensitive nature of the raw crew data that it contains. 
Category IV18 evidence consists of expert committee reports or respected authorities’ opinions based 
on clinical experiences, bench research, or “first principles.” 
 
If the number of task errors increases, task performance decreases. Task performance, which may or may 
not involve a person, is the outcome of a task. It can be quantified by the results and the duration of the task 
(Sanders and McCormick, 1993). 
 
The evidence that is presented here focuses on the concept that the root cause of task performance error is the 
poor design of human and automated tasks. Without proper consideration for task design, the task performance 
of both humans and automated systems will degrade, and the mission will be unsuccessful. 
 

 Human task design and performance 

Poor task design can result in human errors and, possibly, degraded overall performance. These errors can be 
related to the type and purpose of tasks, the level of completion, and who or what is performing the task. Some 
tasks are best suited for humans and should not be automated. Humans are generally better at recognizing unex-
pected events, reasoning, and developing solutions (Sanders and McCormick, 1993). To achieve optimal human 
task performance for space missions, adequate workload and situational awareness levels of humans must be main-
tained. Humans who are given too many responsibilities to perform may become overloaded, and their perform-
ance may degrade. Conversely, if all tasks are automated, humans can become complacent and lose situational 
awareness. When tasks are automated, it is important to keep a crew member “in the loop” to ensure that the au-
tomation is performing as anticipated. Maintaining even low-level crew involvement provides crew members 
with a complete understanding of both manual and automated tasks and allows them to efficiently and appro-
priately conduct their tasks, which include monitoring automated tasks for issues or failures. A few examples 
of poor performance due to poor human task design follow. 
 
In June 1997, the Russian spacecraft Progress 234 collided with the Russian Mir space station, causing the 
pressure hull to rupture and nearly causing the Mir to be abandoned (figure 11-1). A number of contributing 
factors were cited in the post-accident analysis of the incident, including the condition of the vehicle and the 
decision to shut the Kurs radar system down during Progress 234 docking because of concern that the radar 
system had caused radio interference during a previous flight. This action deprived the crew of the necessary 
range data that would have prevented the collision. It was later determined that the crash had three immediate 
causes: an initial closing rate that was higher than planned, a late realization that the closing rate was too high, 
and incorrect final avoidance maneuvering. 
  

                                                 
 
18To help characterize the kind of evidence that is provided in each of the risk reports in this book, the authors were encouraged to 
label the evidence that they provided according to the “NASA Categories of Evidence.” 
 
 Category I data are based on at least one randomized controlled trial. 

 Category II data are based on at least one controlled study without randomization, including cohort, case-controlled or subject 
operating as own control. 

 Category III data are non-experimental observations or comparative, correlation and case, or case-series studies. 

 Category IV data are expert committee reports or opinions of respected authorities that are based on clinical experiences, bench 
research, or “first principles.” 
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Several types of human factors task design issues may have contributed to this incident; among these are: 
psychophysical (manual docking system display issues), sensory-motor (issues with the tele-operation of the 
Progress and difficulty determining the relative velocity from visual information), and cognitive (lack of infor-
mation about the position of the crew and the range and range rate, thereby decreasing spatial awareness) (Ellis, 
2000). The crew also experienced stress because of an overly demanding workload and repeated system failures, 
which continuously commanded their attention and contributed to reduced vigilance (Ellis, 2000). In addition, 
the last formal training that the crew members received took place 4 months before the docking event, and they 
may not have had sufficient or timely practice in task design to handle the conditions. After the Progress collision 
with Mir, the emergency situation required closing the hatch of a module that was leaking air. This task took extra 
time because the cables that were running through the open hatch did not have easily operable disconnects and, 
therefore, the crew had to cut them. All of the aforementioned factors contributed to the degraded overall task 
performance of the crew (Category III). 
 
Crew performance of tasks on the ISS, such as EVAs, maintenance, and medical tasks, relies heavily on the 
provision of adequate procedures (figure 11-2) (Rando et al., 2005). Poor design of procedures for station tasks 
has impeded crew task performance by preventing the completion of scheduled activities within the allotted 
time. Well-designed procedures play a critical role in ensuring optimal, on-schedule crew task performance. 
Inadequately structured procedures will ultimately lead to a reduction in human task performance. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 11-1. Spektr module showing 
the damaged radiator and solar array on Mir

(NASA photograph).

Figure 11-2. ISS009-E-19837 —
Astronaut E. Michael Fincke, Expedi-
tion 9 NASA ISS science officer and 
flight engineer, looks over a procedures 
checklist while working with an extra-
vehicular mobility unit (EMU) space-
suit in the Quest airlock of the ISS. 
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ISS crew members have often reported that the procedures with which they deal are complex, lengthy, and 
contain too many C&Ws (Baggerman, 2004). In general, procedures are felt to be too detailed, especially for 
simple operations. Pictures and diagrams, which are considered helpful for many procedures, are not always 
integrated appropriately. In addition, some of the procedures reference multiple steps in other procedures. Lo-
cating the necessary steps costs the crew additional time and has resulted in missed or skipped steps (Category 
III). The overall usability of procedures has been an ongoing issue for ISS crew members and mission designers, 
which emphasizes the need for common standards and simplification where possible in procedure development. 
 
Performance degradation that is due to poor ISS task design was illustrated during a ground-based study to 
test the usability of a procedure (as written on a “cue card,” figure 11-3) for the respiratory support pack (RSP), 
which is a piece of ISS medical equipment, to support redesign of the cue card (Hudy et al., 2005). The RSP 
was designed for use during medical contingencies involving respiratory distress; therefore, the complicated 
RSP cue card procedure would be used in time-critical situations in which a crew member’s life could depend 
on the outcome. During the study, data were collected as subjects executed the procedure checklists, and results 
demonstrated that some procedures and training could be both a source of errors and, ultimately, a risk to crew 
health. The procedures and the sequence of using the equipment did not enable a crew member to establish a pa-
tient’s airway in the time necessary to prevent irreversible brain damage. The CMO typically receives very limited 
training in using the medical equipment, and the cue cards thus hold vital information on how to execute the pro-
cedures. This example illustrates the importance of appropriate procedures and training to ensure that tasks can 
be performed successfully, especially in case of an emergency. The cue card was subsequently redesigned to 
support a simpler task (figure 11-4) (Category III). 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11-3. Respiratory support pack information card before evaluation. 
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Human-computer interaction brings together humans and technology to accomplish a certain task. Future 
human exploration vehicles, including lunar and Mars habitats, will be highly dependent on computerized, 
automated systems, necessitating the development of accurate methods for crew members to use to interact with 
computers. Human-computer interaction involves the processes, dialogs, and actions that a user employs to 
interact with a computer in any given environment. 
 
Human-computer interfaces allow the user to input an instruction to the computer. In turn, the computer should 
provide a response or feedback to the user’s input. Through input devices and output devices such as displays, 
the user is able to see, hear, touch, and recognize the interaction. Many different kinds of input devices can fa-
cilitate human-computer interaction. These include keyboards, mice, joysticks, and other devices. Historically, 
output devices have consisted of various types of displays, ranging from computer monitors to the head-
mounted displays that are worn by users to interact with virtual environments, for example. 
 
 

 

 
Figure 11-4. Respiratory support pack information card after evaluation. 

 
 
Human-computer interfaces should match the physiological characteristics and expertise of the user, be 
appropriate for the task that is to be performed, and be suitable for the intended work environment. It is thus 
critical to determine the characteristics of the user, what tasks are to be performed, and the characteristics of the 
work environment. Designers can then determine which human-computer interfaces are suitable and appropriate 
to the task at hand. 
 
If the performance of controls that operate optimally in a 1g setting become degraded in a microgravity or 
partial-gravity environment, task performance can be affected. Interfaces need to be designed that will operate 
and respond in all gravity environments in which they might be used. The selection of appropriate interfaces that 
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allow direct manipulation by the user provides the best solution to operating computer systems in a microgravity 
environment. Designers must still consider and accommodate the specific tasks that are to be performed. 
Different control devices are suited for different tasks. 
 
The design of a cursor control device illustrates some of the issues that are associated with human-computer 
interface task design. Designers of cursor control devices have to consider a number of environmental factors, 
including g-forces, vibration, and gloved operations, as well as task specificity. The participants in eight flight 
studies (both parabolic and space flight) performed structured cursor control tests that involved pointing, clicking, 
and dragging of on-screen objects of various sizes (Holden et al., 1992). The cursor control devices that were 
used in these flight studies included mouse devices and trackballs. The general findings from these studies were 
that the mouse did not function in microgravity, and the trackballs (both attached and unattached) had too much 
or little to no “play.” A follow-up study was conducted, in which data that involved performance timing and error 
were collected on several commercial and proprietary cursor control devices, in both gloved and ungloved condi-
tions (Sandor and Holden, 2007). The selected devices included a roll bar device, four different trackball devices, a 
track pad mouse, two optical air mouse devices, and a joystick. For both the gloved and the ungloved conditions, 
the results indicated that, overall, the trackball devices performed better (with regard to accuracy and timing) 
than the other devices, and that different devices were preferred for different tasks. This example illustrates how 
important the design of the human-computer interface is in dictating which support items will be needed to 
achieve optimal operational efficiency (Category II). 
 
Maintenance of equipment and vehicles is often a difficult and labor-intensive task (Baggerman, 2004). The 
difficulty is compounded when maintenance is performed on orbit (figure 11-5). A typical maintenance task 
will require that the maintainer use various tools and hardware. Many tools and hardware items are required to 
successfully complete the maintenance tasks on complex systems. This situation can be problematic in the 
reduced-gravity environment of current and future space vehicles and habitats. Unstowed tools can easily 
become misplaced or damaged or interfere with the task, unnecessarily increasing the time that is needed 
in which to repair the system and ultimately degrading the performance of the task. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11-5. (top) ISS019-E-009823 — Japan Aerospace 
Exploration Agency astronaut Koichi Wakata, Expedition 

19/20 flight engineer, performs in-flight maintenance on 
the Treadmill Vibration Isolation System in the Zvezda 

service module of the ISS;(right) ISS018-E-019725 —
Astronaut E. Michael Fincke, Expedition 18 commander, 
works on hardware in the Destiny laboratory of the ISS.
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Human-centered design of whole systems for maintainability can also improve the performance of individual 
tasks, as well as system reliability, and can prevent system failures. Maintainability of systems on a long-duration 
orbiting vehicle such as the ISS is critical (Baggerman, 2004). Many hardware items require frequent mainte-
nance and multiple tools with which to effect maintenance. The ISS toolkit has improved greatly since the early 
ISS Expeditions, but the quantity of tools that are required for a designated task is excessive for a microgravity 
environment. This situation significantly impacts crew time, particularly when the need for frequent maintenance 
is coupled with the problems that are encountered when accessing hardware for repair. Poor maintainability has 
also resulted from the initial perspective of system designers that the systems would not need to be maintained 
because they were reliable. In reality, however, system failures and reliability issues have been experienced, 
ultimately requiring additional maintenance time and unanticipated task redesign (Category III). 
 

 Automation task design and performance 
The core human factors issues for task design are determining the necessary tasks and how these tasks are 
expected to be performed. Task analysis and human factors guidelines should ensure that tasks do not exceed 
human capabilities. As increasing numbers of automated systems are designed to assist the human, a synergistic 
relationship must be developed between the human and the automation to allow them to work together to accom-
plish tasks. 
 
Machines and automation are often used to monitor systems, collect information, and repeat actions (Sanders 
and McCormick, 1993). Machines, however, are not always reliable. When designers are allocating increasing 
numbers of tasks to automation, they must maintain awareness that the machines are not always reliable. When 
an automation failure occurs, it is imperative for the humans who rely on that automated system to be prepared 
to take over its functions and tasks. This contingency must be reflected in task design requirements for both the 
human and the automated systems. In addition, when automation fails, especially in the early stages of use, oper-
ator trust can decrease and the humans who were meant to rely on the automated system may prefer to perform 
the automated tasks themselves. Conversely, an operator may come to rely too heavily on the automation and, 
thus, fail to monitor the performance of the system. When assigning roles to humans and automation within 
systems, it is important to allocate appropriately and facilitate human situational awareness when tasks are 
automated. This is especially true when those responsibilities were once performed by humans. 
 
As documented in the ISS Life Sciences Crew Comments Database, which is not publicly available, ISS crews 
currently rely on ground support teams for most of the planning and scheduling of daily tasks. Software tools 
such as the Onboard Short Term Plan Viewer provide crew members with detailed schedules for daily activities. 
Although the crew can provide input into these schedules, ground support is often relied on to adapt and change 
the schedules as needed (Category III). The higher level of autonomy that is required for lunar and Mars missions 
will increase the need for automated planning capabilities and tools. These tools would provide the requisite 
automated support to determine alternative plans and solutions for managing daily tasks. Although crew input 
and ground support, as available, would still be helpful, automated support for these planning tasks will allow 
crew members to manage daily tasks on their own, thus ensuring that these tasks are performed appropriately 
when ground support is unavailable. 
 

One example of a current, poorly designed ISS task is the management of stowage. The ISS Inventory 
Management System (IMS) was designed to act as a crew-driven series of tasks using a barcode reader and a 
database. As noted in the ISS Life Sciences Crew Comments Database, the tracking methodology for items that 
are stowed on ISS has historically been unique for each Expedition. As it is not well designed, the IMS has not 
been used consistently to track items that are to be stowed, and not all items have been scanned or tracked. When 
items were moved, they were subsequently not replaced in their designated area, and the IMS is not always 
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updated to reflect the new location. Stowage locations of items have not always been based on their functional 
use, causing crew members to search at opposite ends of the ISS for equipment that is needed to perform a single 
task. This has resulted in the crew spending time searching for items that they needed for daily tasks, and has 
contributed to a poor task structure in terms of how things are stowed and collected. 
 
In summary, issues with the ISS IMS have stemmed from both problems with the use of the IMS and the design 
of the system and its related tasks. ISS IMS-related stowage management tasks have been rife with errors, and 
this has decreased crew efficiency. Stowage management could benefit from increased automation (Category 
III). 
 
Additional examples of ISS tasks that are deemed poorly designed and that are cited in the ISS Life Sciences 
Crew Comments Database are the daily tasks of sampling microbial growth and water, as well as providing med-
ical, exercise, and acoustics measurement or photographic data to the ground. These can be time-consuming tasks 
for crew members. Collecting samples and providing data to the ground are often perceived by the crew as oc-
curring too frequently. Sampling and measurements could be automated to require minimal crew effort or input; 
this would allow crew members to conduct more critical tasks while still avoiding performance errors and 
ensuring efficient communication of data for ground support (Category III). 

 

 Computer-based Simulation Information 
Understanding human integration with systems and the identifying risks that may be inherent in a concept or 
a design is often achieved via computer-based simulation. During the evaluation of possible locations for the 
second treadmill to be placed on board the ISS to support a crew of six, the Boeing Human Modeling System 
(BHMS) software identified risks to the ability to install a treadmill in each of the possible locations chosen 
(figure 11-6) (Rice, 2007). One location would have the treadmill co-located with the crew quarters in the ISS 
Node 2 module; accessibility was identified as a problem there, however, because of the configuration of the 
crew quarters bump-outs, which extended into the translation paths for astronauts and the access area for the 
planned second treadmill. The BHMS modeling software was thus successfully used to identify accessibility  
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11-6. BHMS sample photo. (Photograph from 

http://www.boeing.com/assocproducts/hms/case4.htm.) 
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issues and a noncompliance with ISS requirements for accessibility. After the evaluation was complete, it was 
established that the location would not allow the crew to conduct the installation task successfully, and new tool 
options would need to be pursued to reduce the risk that was associated with the poor task design (Category III). 
 

 Risk in Context of Exploration Mission Operational Scenarios 
Current space flight crews rely on on-board automated systems to perform tasks, and future crews, who will 
be facing increased flight duration and increased autonomy, will rely even more on these systems to provide 
information that is appropriate, accurate, and recent. This increased reliance on automation will result in the 
need for additional training to ensure that the crew members can perform the automated tasks in the event of 
automation failure. Automated tasks must be carefully designed to prevent the crew from becoming unaware of, 
or complacent about, potential hazards. This situation could ultimately result in system errors, degraded crew 
performance, and compromised crew and vehicle safety. 
 
A specific requirement for increased autonomy for lunar and Mars missions is automated planning capabilities 
and tools. These tools would provide the necessary automated support to determine alternative plans and solu-
tions for managing daily tasks. For further information, see Chapter 9 of this document. 
 

 Conclusion 
The risk of error due to poor task design stems from a broader cause of human error; namely, the lack of 
human-centered design. This type of design requires a focus on the user throughout the design process. Good 
human-centered design practices will result in improved efficiency of operation and safety of all system compo-
nents, including the human element, and should reduce the lifecycle cost of the project. The evidence that is 
discussed in this chapter demonstrates why this risk is a concern. 
 
Knowledge gaps that are related to this risk have, and will continue to be, defined, and future research direc-
tions should lead to filling these gaps and, eventually, to alleviating the concerns that have been identified. 
Some of these knowledge gaps are related to a lack of task analysis and understanding of operations, which is 
necessary to ensure awareness of crew and ground personnel functions, and how autonomy and automation will 
be integrated and applied. Knowledge gaps that are associated with a lack of user evaluations and iterative knowl-
edge capture have also been identified. These gaps emphasize the need for the development of methods to eval-
uate human and system performance, especially with the expected increased requirement for automation and 
autonomy in future long-duration space flights. 
 
The human-centered design process emphasizes the importance of the human as the central focus of the 
human-machine system. This focus includes consideration of human capabilities, limitations, and interaction 
with automation and hardware. Knowledge gaps, or holes, that are related to the lack of an integrated system 
design approach for human and automated task design must be addressed to ensure that quality standards, 
requirements, tools, and techniques are developed that will allow positive crew-system integration and 
interaction, and, ultimately, mission success. 
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